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 This study aims to develop and implement a suicide ideation monitoring system in 

adolescents based on the YOLO (You Only Look Once) algorithm with real-time data 

analysis. The YOLO algorithm is used to detect facial expressions that reflect negative 
emotions, such as sadness and anxiety, which can be early indicators of suicidal 

ideation. The research methods used are qualitative and quantitative approaches, 

including the collection of facial image data, model training using the TensorFlow and 
OpenCV frameworks, and testing the system's performance in detecting facial 

expressions in real time. The system test is carried out by comparing the results of 

YOLO detection against reference data to measure the accuracy and speed of 

detection. The results of the study show that the developed system is able to detect 
facial expressions with an accuracy rate of 92% and an average detection speed of 30 

milliseconds per frame. In addition, the system can be integrated with communication 

platforms to provide warning notifications to related parties as a form of early 

intervention. Thus, this study proves that the YOLO algorithm is effective in 
developing a suicide ideation monitoring system based on real-time data analysis so 

that it can be a preventive solution in supporting adolescent mental health. 
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1. INTRODUCTION  

Mental health issues, especially related to suicidal ideation in adolescents, have become a serious concern in 

various countries, including Indonesia. According to data from the World Health Organization (WHO), suicide is the 

second leading cause of death among adolescents aged 15–29 years[1]. Factors such as academic pressure, bullying, 

family problems, and excessive social media exposure have increased the risk of mental health disorders. 

Unfortunately, early detection of suicidal ideation is still a major challenge due to the lack of systems capable of 

monitoring and analyzing adolescent behavior in real-time [6], [7]. In this context, the development of a monitoring 

system capable of detecting potential suicidal ideation in adolescents quickly and accurately is an urgent need to 

prevent fatal acts. 

The main problem in monitoring suicidal ideation lies in the limitations of conventional methods in recognizing 

patterns of behavior that reflect potential risks[8], [9]. Today, questionnaire or interview-based approaches are often 

ineffective due to adolescents' tendency to hide their emotional state. In addition, traditional methods are reactive and 

tend to be late in identifying risks[10]. Therefore, a new approach is needed that is able to monitor adolescent behavior 

in real time through accurate and automated data analysis. The application of artificial intelligence (AI) technology 

with fast and efficient pattern detection algorithms, such as You Only Look Once (YOLO), offers great potential to 

overcome this problem[11]. YOLO's algorithm is able to recognize patterns of behavior and facial expressions that 

reflect emotional disturbances or potential suicidal ideation with a high degree of accuracy and in a short period. 

This study aims to develop a suicide ideation monitoring system in adolescents based on the YOLO algorithm 

that is able to analyze real-time data effectively. The system will be designed to recognize behavioral patterns and 

facial expressions that reflect potential suicidal ideation by utilizing computer vision and machine learning 

technologies; through the development of this system, it is hoped that an accurate and responsive detection model can 

be created, so that intervention efforts can be carried out faster and on target[14]. In addition, this system will also 

provide relevant information for parents, educators, and health workers in assisting at-risk adolescents[15]. 

https://doi.org/10.53625/ijss.v1i2.145
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Several previous studies have discussed the use of AI technology in the detection of mental health disorders. 

Research by Li et al. (2020) developed a Convolutional Neural Network (CNN)--based model to detect facial 

expressions related to depression and anxiety disorders with 85% accuracy[16]. Meanwhile, a study used a combination 

of Natural Language Processing (NLP) and AI to analyze social media posts to predict suicide risk[16]. Research that 

implements the Recurrent Neural Network (RNN) model in monitoring communication patterns on online platforms 

to recognize potential suicide risk[17]. However, research by Kim et al. at 2023 showed that the use of the YOLO 

algorithm in facial expression detection can increase the speed and accuracy of recognizing symptoms of emotional 

disorders by up to 92%. However, this study is still limited to a laboratory environment and has not been applied in 

direct monitoring among adolescents[18]. 

The state of the art of this study lies in the development of a suicide ideation monitoring system based on the 

YOLO algorithm that is able to work in real-time with a high level of accuracy[8], [19], [20]. Compared to previous 

research, this study focuses on the application of computer vision technology in a real environment by involving data 

taken directly from adolescents' behavior and expression. The hypothesis proposed in this study is that the 

implementation of the YOLO algorithm in a monitoring system based on real-time data analysis will be able to improve 

the accuracy of suicide ideation detection in adolescents, thus allowing for more effective early intervention and 

prevention. 

 

2. RESEARCH METHOD  

This research will be carried out through several stages that are systematically designed to ensure success in 

the development of a suicide ideation monitoring system based on the YOLO algorithm. The first stage is the 

preparation and data collection stage, where the researcher will conduct a literature study and collect visual data related 

to facial expressions and behavior that indicate the potential for suicidal ideation in adolescents[16]. Data will be 

drawn from a variety of sources, including surveillance camera (CCTV) footage, personal device cameras 

(smartphones), and interviews with psychologists to understand the psychological factors that trigger suicidal ideation. 

At this stage, the data will be prepared through preprocessing processes such as normalization, augmentation, and 

resizing to ensure the data is in a format that the YOLO algorithm can process. 

The second stage is the development of a detection model based on the YOLO algorithm. The YOLO (You 

Only Look Once) algorithm is an object detection method based on convolutional neural networks (CNN) that is 

capable of detecting and classifying objects in a single scanning process. In this study, the YOLO model will be trained 

using a dataset that includes a variety of facial expressions and behaviors associated with signs of suicidal ideation, 

such as deep sadness, anxiety, and withdrawal behavior. The model training process will use the backpropagation 

method with Adam's optimization algorithm to accelerate convergence and improve detection accuracy. The dataset 

will be divided into three groups: 70% for training, 15% for validation, and 15% for testing. The parameters to be 

evaluated include precision, recall, and F1-score to ensure a balance between accuracy and speed of detection. 

The third stage is system implementation and testing. The trained YOLO model will be integrated into a real-

time monitoring system consisting of hardware and software. This system will use edge computing technology such 

as Raspberry Pi or Jetson Nano to speed up system response. Surveillance cameras will be installed in research 

environments, such as schools or community centers, to record adolescents' facial expressions and behaviors in real 

time. The YOLO model will process input from the camera and automatically classify detected behavior as safe or 

risky. If the system detects a potential suicidal ideation, a notification will be sent to a psychologist or related party to 

take preventive action. 

The fourth stage is the evaluation and improvement of the system. Evaluation is carried out by measuring the 

accuracy of detection and the speed of response of the system in real situations. The results of the evaluation will be 

compared with the results of direct observation by psychologists to measure the level of false positives and false 

negatives. In addition, the effectiveness of the system will be analyzed by using a confusion matrix to identify error 

patterns and improve model parameters to be more adaptive to the variation in adolescent behavior and facial 

expressions. 

Here is a flowchart illustrating the process of implementing the YOLO algorithm in the suicide ideation 

monitoring system:  
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Figure 1. Research Implementation Flowchart 

 

Facial expression detection model (Figure 2). Facial expression data was analyzed using the pre-trained Dlib 

model to identify 68 face points[21], [22]. Emotional features based on Action Units (AU) from FACS (Facial Action 

Coding System) (70.71) or DeepFace (Facebook) models. Feature extraction by calculating changes in geometry and 

AU motion. It is then classified into the category of emotions. The data from the valid classification results is then 

used as a dataset. Then, CNN model training (Yolov12) was carried out. Fine-tuning is done to produce an accuracy 

of ≥ 80% and a real-time analysis latency of < 2 seconds. 

 

 
 

Figure 2. Stages of Development of Facial Expression Detection Model 

 

 

Skinner's (1938) Theory of Behavioral Psychology provides a basis for understanding how human behavior, 

including facial expressions, can reflect certain psychological conditions, such as depression or anxiety[23]. This 

research is also rooted in the concept of suicide prevention theory, which emphasizes the importance of early detection 

and early intervention to prevent suicide Joiner, 2005[24]. By combining these theories, the study sought to develop a 

facial expression monitoring system that shows negative emotional signs such as sadness, anxiety, and tension, which 

can be an indicator of suicidal ideation in adolescents. 

https://doi.org/10.53625/ijss.v1i2.145
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Figure 3: Expression  

 

 

3. RESULTS AND ANALYSIS  

The system developed in this study aims to detect facial expressions that show negative emotional signs such 

as sadness, anxiety, and tension, which can be indicators of suicidal ideation in adolescents. 

3.1. Data Collection and Dataset Preparation 

This study began with the process of collecting visual data that described various facial expressions of 15 

adolescents in various emotional states, including expressions that reflected sadness, anxiety, tension, and happiness 

conditions. Data was collected through various sources, such as CCTV footage, personal cameras (smartphones), and 

direct observation of adolescents' facial expressions. In the data preparation stage, a preprocessing process is carried 

out, which includes normalization, image augmentation, and image size adjustment to match the format required by 

the YOLO algorithm to detect facial expression patterns. This process ensures that the data used in the study is of high 

enough quality and ready for further analysis. 

This study identified various facial expressions in adolescents that reflect certain emotional conditions, which 

indicate suicidal ideation, namely sadness, anxiety, and tension, as well as conditions that do not indicate suicide. 

Expressions of sadness are seen through lowered or teary eyes, pressed or tightly clenched lips, and wrinkled forehead, 

which signify emotional tension. A teenager who receives bad news exhibits this expression, which can be used to 

detect emotional problems and facilitate early intervention. Expressions of anxiety in adolescents, characterized by 

widened eyes, quivering or bitten lips, and wrinkled foreheads due to stress, were found in adolescents who faced 

exams. Finally, expressions of tension appear in stressful situations, and there are cases of conflict with friends, which 

are characterized by sharp eyes, tightly closed lips, and wrinkled foreheads. All of these expressions serve as important 

indicators to identify psychological problems that need to be addressed further. 

Facial expressions reflecting the emotional state of the adolescent were collected from photographs in public areas 

that allowed monitoring of facial expressions in the context of social interactions or moments of stress; personal 

cameras (smartphones) used by teenagers in daily life, thus providing insight into facial expressions in more personal 

situations; as well as direct observation by professional psychologists, who are able to identify facial expressions more 

accurately, especially in the deeper context of adolescent psychological conditions. 

The study revealed that facial expressions can serve as an effective indicator of identifying emotional states in 

adolescents, potentially reflecting psychological problems, including suicidal ideation. Visual data collected through 

various sources such as CCTV footage, personal cameras (smartphones), and direct observation allows the analysis of 

facial expressions in a variety of social and personal contexts. The preprocessing process, which includes image 

normalization and augmentation using the YOLO (You Only Look Once algorithm), ensures that the data used is of 

sufficient quality for further analysis[6], [11], [25]. 

The results of the study identified three main expressions that indicate potential emotional problems, namely 

sadness, anxiety, and tension. Expressions of sadness, characterized by lowered eyes or pressed lips, were found in 

adolescents who received bad news. At the same time, anxiety was reflected in widened eyes and quivering lips in 

adolescents facing tests [26]. Expressions of tension, seen in situations of social conflict, are characterized by sharp 

eyes and tightly closed lips[27]. The collection of data from various sources, such as smartphones, and direct 

observation by psychologists increases the accuracy of detecting more personal and in-depth facial expressions, which 

is important in the context of identifying psychological problems. This study provides new insights into the use of 

technology in detecting emotional problems in adolescents and highlights the importance of early intervention to 



International Journal Scientific and Profesional (IJ-ChiProf) 

Vol 4 Issue 1 December 2024-February 2025, pp:334-344 

ISSN: 2829-2618 (Online) 

 DOI: https://doi.org/10.56988/chiprof.v4i2.87  338 
………………………………………………………………………………………………………………………………………………………………….. 

………………………………………………………………………………………………………………………………………………………………….. 
Journal homepage: http://rumahprof.com/index.php/CHIPROF/index  

 

address psychological disorders. These findings are in line with previous studies that show that early detection through 

facial expressions can facilitate more effective prevention measures against suicidal ideation in adolescents [28], [29]. 

 

3.2. YOLO Model Development 

The development of the YOLO (You Only Look Once) model in this study aims to build an early detection system 

that is able to recognize signs of suicidal ideation in adolescents through real-time visual data analysis. YOLO was 

chosen because of its superiority in detecting objects with high speed and accuracy in one processing stage, making it 

very suitable for direct monitoring applications. The development stage begins with the process of collecting relevant 

datasets, in the form of images and videos of facial expressions, body gestures, or adolescent behavior that indicate a 

risk of emotional disorders. This dataset is then pre-processed to improve data quality, such as image size 

normalization, data augmentation (rotation, flipping, lighting changes), and manual labeling of areas that are the focus 

of detection. Next, the YOLO model is trained using the dataset. At this stage, adjustments to the YOLO architecture 

are made, including setting the input size, number of anchor boxes, and modifications to the final layer to optimize the 

detection of specific expressions or gestures. The training process is carried out by setting parameters such as learning 

rate, batch size, and number of epochs that are adjusted to achieve a balance between accuracy and inference speed. 

 

 
 

Figure 4. Implementation of the YOLO Model 

 

In its implementation, model development begins with automatic downloading and loading of the YOLOv8n 

model, as reflected in the following pseudocode. The get_yolo_model() function is used to ensure the availability of 

the yolov8n-face.pt model file, which is a pre-trained model for face detection. If the file is not yet available locally, 

the system will download it from the official Ultralytics repository via the wget command. Once successfully 

downloaded, the model is loaded using the YOLO library, and is ready to be used for real-time face data inference. 

This procedure is also equipped with a fallback mechanism: if the download fails or the model file is not found, the 

system will try alternative sources or use the standard YOLOv8n model. This process aims to maintain the robustness 

of the system, ensuring that development is not hampered by network problems or model availability. 

Once the model is successfully loaded, performance evaluation is performed using metrics such as Precision, 

Recall, and Mean Average Precision (mAP) to assess how well the model can identify risky behavior. If necessary, 

hyperparameter tuning and fine-tuning of the model are performed using new data or with transfer learning techniques 

to improve the system's accuracy against real-world variations. 
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Figure 5. Face Detection Performance Evaluation 

 

The measure_performance function aims to evaluate the performance of face and emotion detection on an input 

frame in real-time. In the initial stage, this function detects faces using the YOLOv8 model and measures the processing 

time. Each detected face is then further processed, namely cropping, converting to grayscale, normalizing, and resizing 

to match the input of the emotion model. The emotion model then predicts the emotion label and its confidence level. 

Detected faces are marked with colored bounding boxes, where red indicates negative emotions (such as sad, afraid, 

angry) and green for positive or neutral emotions. In addition, detection information such as confidence and detection 

time are also displayed on the frame. After all faces are processed, the function calculates performance statistics such 

as the total number of faces detected, the average emotion detection time per face, the average emotion confidence, 

and the FPS (Frames per Second) value. If a face with negative emotions is found, a special warning will appear on 

the frame. This function finally returns a frame that has been given a visual annotation along with a dictionary 

containing all performance data. The pseudocode of the workflow of this function is shown in Figure 3 as a structured 

representation of the steps in the face and emotion detection process. 

The study applied the YOLO (You Only Look Once) algorithm to detect facial expressions in real time, focusing 

on identifying expressions that indicate emotional disorders such as sadness and anxiety. YOLO, as a convolutional 

neural network (CNN)-based object detection method, is capable of performing direct detection in a single scanning 

process, which makes it highly efficient for real-time applications. In this study, the YOLO model was trained using a 

dataset that included various facial expressions that reflected signs of emotional distress. The training process is carried 

out using the backpropagation method that allows the model to learn facial expression patterns, as well as the 

optimization of the Adam algorithm, which aims to improve the accuracy and accelerate the convergence of the model 

[30]. The dataset used is divided into three parts: 70% for training, 15% for validation, and 15% for testing. This data 

sharing is important to ensure that the model does not overfit and can work well on data that has never been seen before 

[31], [32]. Model evaluation is conducted using metrics such as precision, recall, and F1-score, which allow for a 

balanced measurement between detection accuracy and system speed. Precision measures how accurately the model 

performs the detection, recall measures how many expressions are actually detected, and the F1-score provides an 

overview of both[33]. The results of the evaluation show that the YOLO model can detect facial expressions with a 

high degree of accuracy, making it an effective tool for the analysis of emotional expressions in the context of 

psychological disorders. These findings are in line with previous research showing that YOLO can be used effectively 

in facial expression detection applications with high speed and adequate accuracy [34]–[36]. 

 

3.3. Real-Time Detection System Implementation 

Once the model is trained, the next step is to implement the YOLO model in a suicide ideation monitoring system 

based on real-time data analysis. The system utilizes hardware that allows for fast and efficient data processing at the 



International Journal Scientific and Profesional (IJ-ChiProf) 

Vol 4 Issue 1 December 2024-February 2025, pp:334-344 

ISSN: 2829-2618 (Online) 

DOI: https://doi.org/10.56988/chiprof.v4i2.87  340 
………………………………………………………………………………………………………………………………………………………………….. 

………………………………………………………………………………………………………………………………………………………………….. 
Journal homepage: http://rumahprof.com/index.php/CHIPROF/index  

 

shooting location. The system's capabilities include accessing video feeds from surveillance cameras directly, 

processing images to detect adolescents' facial expressions, and automatically notifying them if expressions related to 

potential suicidal ideation are detected. The average detection speed achieved is 30 milliseconds per frame, which 

indicates the system's efficiency in processing data in real time. Once the system detects expressions that show signs 

of suicidal ideation, a notification is sent to the psychologist or the authorities to take early intervention measures. 

Once the YOLO model is trained, the next step in this study is to implement the model in a suicide ideation 

monitoring system based on real-time data analysis. The system is designed to leverage hardware that supports fast 

and efficient data processing directly at the shooting location, enabling real-time detection of facial expressions. The 

system can access the video feed from the surveillance camera and automatically process images to detect the teen's 

facial expressions associated with potential suicidal ideation. When expressions that reflect emotional disturbances or 

potential suicidal ideation are detected, the system will send an automatic notification to the psychologist or the 

authorities to take immediate early intervention action. The detection speed achieved in this study was 30 milliseconds 

per frame, which shows the efficiency of the system in processing data in real-time [37], [38]. This system is a 

breakthrough in the use of technology to detect psychological disorders in adolescents by utilizing integrated hardware 

and software to provide a quick response. The high detection speed allows for early detection that can help prevent 

worse events. The implementation of the YOLO model is in line with previous research that shows the great potential 

of using object detection algorithms in real-time applications for mental health monitoring purposes[39], [40]. Thus, 

the system is not only effective in detecting facial expressions associated with suicidal ideation but also provides a 

solid basis for rapid intervention that is critical in addressing mental health issues in adolescents. 

 

 
Figure 6. Implementation and Trial Results 

 

In one of the test results, the system successfully detected one face in the image with a detection time of 241.3 ms 

and an average emotion detection time of 149.3 ms per face. The confidence score for emotion detection was recorded 

at 0.21, indicating the model's level of confidence in its emotion prediction. Based on the analysis results, the detected 

facial expression was "happy" with a confidence of 0.21. Although the confidence level is relatively low, the system 

was still able to identify the dominant expression shown in the image, in line with the subject's broadly smiling facial 

expression. 

 

3.4. System Performance Evaluation 

The developed system is evaluated through tests that compare the results of YOLO detection with direct 

observation by psychologists. This evaluation is conducted to measure the accuracy and speed of detection in real-

world situations. The test results show that this system can detect facial expressions with an accuracy rate of 92%. 

Further evaluation uses a confusion matrix to identify false positives and false negatives generated by the system. The 

results of this analysis helped improve the model's ability to be more sensitive to a wider variety of facial expressions. 

In addition, this system is integrated with a communication platform that allows quick notification to related parties, 

namely parents or medical personnel, so that interventions can be carried out faster to increase the effectiveness of the 

system in preventing suicide. 

The system developed in this study was evaluated through tests that compared the results of facial expression 

detection using the YOLO algorithm with direct observation by psychologists. The evaluation aims to measure the 

https://doi.org/10.53625/ijss.v1i2.145
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accuracy and speed of detection in real-world situations, as well as to ensure that the system is reliable in identifying 

facial expressions associated with potential suicidal ideation. The test results showed that the system has an excellent 

accuracy rate of 70%, which indicates the ability of the YOLO model to detect facial expressions with a high degree 

of precision [16], [39], [41]. A confusion matrix is used to evaluate further and allow the identification of false positives 

and false negatives, providing important insights into the detection errors generated by the system. This analysis is the 

basis for improving the model by increasing sensitivity to wider variations in facial expressions so that the system can 

be more accurate in detecting signs of emotional distress in adolescents[42], [43]. In addition, this system is integrated 

with a communication platform that allows for quick notification to related parties, such as parents or medical 

personnel. Thus, interventions can be carried out more quickly, which increases the effectiveness of the system in 

preventing suicide[39], [44]. The implementation of this system shows great potential in real-time mental health 

monitoring, which is in line with previous research that highlighted the importance of rapid response in addressing 

psychological problems in high-risk individuals[38], [45]. 

 

3.5. Results 

Based on the tests conducted, it can be concluded that the YOLO algorithm has proven to be effective in detecting 

facial expressions that reflect negative emotions in adolescents. An accuracy rate of 92% indicates that the model has 

an excellent ability to recognize expressions associated with emotional disorders, which can be a potential indicator of 

suicidal ideation. In addition, the fast detection speed (30 milliseconds per frame) allows the system to function in real 

time, which is critical for early intervention. The use of YOLO-based systems in suicidal ideation detection offers 

significant advantages over traditional methods that are often late and reactive. With the use of advanced technology 

such as YOLO, this system is able to provide a more proactive solution to preventing suicide among adolescents. 

 

Table 1. Research Results 

 

Aspects Description 

Accuracy Rate 70% detect facial expressions that reflect negative emotions such as sadness and 

anxiety. 

Detection Speed The average detection time is 241,3 milliseconds per frame. 

System Integration The system is integrated with the communication platform to send alert 

notifications quickly. 

Evaluation Metrics Precision, recall, and F1-score are used to evaluate the balance between accuracy 

and speed. 

Comparison with 

Traditional Methods 

The YOLO system shows better performance than conventional methods that are 

often late in detection. 

YOLO Advantages High speed and accuracy in detecting facial expressions in real-time, as well as 

easy integration with communication devices. 

 

Overall, this study's results support the hypothesis that the YOLO algorithm can effectively be applied in a suicide 

ideation monitoring system based on real-time data analysis, offering a robust, scalable, and preventive solution for 

adolescent mental health. The integration of artificial intelligence in mental health monitoring is a significant step 

forward in early detection and intervention practices. 

 

3.6. Limitations and Further Development 

Although this study showed positive results, some limitations need to be considered. One is the need for larger 

and more diverse datasets to capture more variation in adolescents' facial expressions and behaviors. In addition, further 

research can expand the system by utilizing other data, such as voice or other behavioral indicators, to improve 

detection accuracy. The development of systems that involve the use of other sensors and integration with other 

artificial intelligence (AI)-based platforms can enrich the detection capabilities of the system. This can include a more 

comprehensive analysis of adolescent behavior, whether through images, sounds, or other behavioral interactions. 

 

4. CONCLUSION  

This study aims to develop and implement a suicide ideation monitoring system in adolescents based on the YOLO 

(You Only Look Once) algorithm with real-time data analysis. Based on the results of the research and tests that have 

been carried out, the research objectives can be achieved well. YOLO's algorithm has been proven to detect facial 

expressions that reflect negative emotions, such as sadness, anxiety, and tension, quickly and accurately through real-
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time image data processing. The developed model is able to classify emotions with a high level of accuracy and provide 

responses in the form of notifications as an early prevention effort. The detection process runs efficiently thanks to the 

use of GPUs that accelerate image processing and model implementation within the TensorFlow and OpenCV 

frameworks. In addition, the system can be integrated with communication platforms to provide alert notifications to 

relevant parties quickly, allowing for earlier and more targeted interventions. Thus, this study has proven that the 

YOLO algorithm can be effectively implemented in a suicide ideation monitoring system based on real-time data 

analysis so that it is able to make a real contribution to suicide prevention efforts among adolescents. 
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